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cation system or with the expertise of our
students.

The apparent contradiction between
low test scores and high research output
would merely make interesting dinner
conversation if U.S. officials were not
taking the test score comparisons so seri
ously. As I noted in my December arti
cle, I am concerned that the public poli
cy dialogue will continue to focus on test
scores rather than on the far more impor
tant questions aboutour accomplishments- and our problems in science and en
gineering education.1 I think it would be
useful to summarize that article's main
points before commenting on the rejoin
der by Norman Bradburn and his col
leagues.

In my article I presented evidence that
international comparisons of test scores

whelming. Some of us might wish that
a greater proportion of this research were
in the civilian sector, but that choice has
nothing to do with the quality of our edu-
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Ms. Rotberg raises the question, Even if we could solve the
methodological problems of international assessment, how wouldall these tests improve education for the children in any of the
participating countries?

How Did All Those Dumb
Kids Make All Those
Smart Bombs?

EVER

SINCE international com
parisons of science and math
ematics test scores began in
the 1960s, Americans have be
lieved the myth that U.S. stu

dents are outclassed by those in other na
tions. Yet, after almost three decades of
apparent failures on international tests,
we have somehow managed to maintain
a level of research productivity that, by
many measures of performance, is over-
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are highly misleading indicators of the ef
fectiveness of a nation's education system
or the quality of its scientific research.

First, the rankings of nations are biased
be cause it is virtually impossible to con
trol for the major societal differences
among nations. Most nations retain a
much lower proportion of students in the
final years of high school than does the
U.S. Therefore, a smaller proportion of
their students- the highest-achieving
students are represented in the studies,
compared to a much broader cross sec
tion of U.S. students.

also noted that international test com
parisons reflect the fact that the U.S. has
a higher proportion of students living in
poverty than many other industrialized
countries- an unfortunate fact of U.S.
society that will not be addressed by yet
another round of international testing.
Countries with substantial proportions of
low-income students talcing the test tend
to score lower than countries with less
pc ,erty or countries whose low-income
students are not tested simply because
they are not in school.

In addition, I discussed curriculum
differences from nation to nation that af
fect the test results. For example, ad
vanced mathematics students in the U.S.
are more likely to defer calculus until col
lege than are their counterparts in many
other countries.

the fact is that the quality of our scien
titc output and the skills of our science
and engineering majors are extremely
high. An analysis of mathematics scores
on the Scholastic Aptitude Test shows
that there is no shortage of highly quali
fied students. Indeed, the scores of top
students have actually risen in recent
years. In 1977 the 90th percentile score
was 628; in 1986 it had risen to 642. And
U S. students continue to excel in com
pe.itions that reward excellence in in
dependent research, such as the Westing
house Science Talent Search.

The public perception that we are fall
ing behind in science and mathematics is
based on a narrow and highly questiona
ble criterion. Moreover, our preoccu
pation with test comparisons may lead us
to implement "solutions" that are at best
trivial and may be counterproductive to
adJressing far more important problems.

For example, I pointed out in the De
cember article that the most difficult
challenge is not improving the quality of

education for science and engineering
majors, but providing a better education
for the general student who will live in
a world that requires ever-greater tech
nological skills. It is unlikely that mem
orizing facts that can be readily assessed
on international standardized tests will
provide young people who do not attend
college with the skills needed to compete
in the workplace. Nor will test compari
sons identify the reasons why U.S. scien
tific and technological advances are of
ten not turned into products that interna
tional consumers want to buy. And in
ternational comparisons certainly will not
focus attention on such important issues
as the links between academic scientific
research and industrial competitiveness,
the lack of incentives for industry to in
vest in long-term product development,
business practices that lead to offshore
manufacturing, or the emphasis placed on
military research at the expense of civil
ian research.

MY
ORIGINAL article and

the response from Bradburn
and his colleagues agree on
one point: international test

comparisons still contain a number of
methodological problems, despite re
searchers' best attempts to address them
over a period of nearly 30 years. The
main difference between the article and
the rejoinder is in the conclusions drawn- especially with respect to the useful
ness of international comparisons and the
likelihood that the flaws in previous com
parisons can be significantly reduced.

The rejoinder from Bradburn and his
colleagues argues that the researchers are
aware of the problems with the inter
national comparisons. I agree. However,
I was writng not about "awareness" of
problems but about the likelihood of solv
ing them. And I was writing not about
expertise in devising elegant statistical
designs but about the difficulty of carry
ing them out in the real world.

I would also note that Torsten Husen,
one of the researchers who was cited in
the rejoinder to support the theme of
"researcher awareness," wrote an article
in the March 1983 issue of the Kappan,
"Are Standards in U.S. Schools Really
Lagging Behind Those in Other Coun
tries?" Husen's analysis of the large dis
crepancies between nations in the propor-

tion of youngsters enrolled in high school
served as a basis for the first section of
my article.

Bradburn and his colleagues then ar
gue that, while the researchers' aspira
tions have been only partially realized be
cause of the many problems associated
with these studies, publications of the In
ternational Association for the Evaluation
of Educational Achievement (IEA) can
teach us much about education in other
countries that cannot be learned in any
other way. That is true. Unfortunately,
a lot of what we learn is inaccurate. We
have publicized a set of rankings that are
seriously biased because of methodolog-

T.»
that the quality
of our scientific
output and the

skills of our
science and
engineering
majors are

extremely high.

ical flaws. In fact, we don't know what
the relative rankings of nations would be
if it were possible to control for the in
adequacies of sampling.

For example, consider some findings
reported in my December article. The
IEA mathematics assessment ranks Japan
first in a multinational comparison of
eighth-grade mathematics, with Hong
Kong in the middle. By the 12th grade,
when only 3% of Hong Kong's young
people are taking mathematics (compared
to 12% in Japan), Hong Kong comes in
first and Japan second. The reality is that
Hong Kong's schools are not dramatical
ly better in the 12th grade than in the
eighth; the changed rank is simply a mat
ter of extreme student selectivity in Hong
Kong.

Similarly, in eighth-grade comparisons
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"I hear that summer classes are really speeded up."

I.as
that we don't

know with any
degree of accu
racy what the

rankings would be
if the comparisons

themselves
were sound.

Hungary ranks near the top on interna
tional tests. However, Hungary enrolls
50 % of its students - more than any oth
er country - in 12th-grade mathematics
courses. Not surprisingly, by the 12th
grade, Hungary scores among the bottom
countries. Are Hungarian high schools
that much worse than Hungarian middle
schools? Or does the normal pattern -
more students, lower scores explainthe results?

By contrast, England/Wales, where
only 6% of the students take 12th-grade
mathematics, ranks among the top coun
tries in the 12th-grade comparisons- a
significant improvement over its rank in
the bottom half in most of the eighth
grade comparisons. Did the schools im
prove, or is it more likely that greater
selectivity simply resulted in higher aver
age test scores for those relatively few
students who take mathematics in the
12th grade?

The fact is that we don't know with
any degree of accuracy what the rankings
would be if the comparisons themselves
were sound. While the IEA reports con
tain useful information about curricula,
that information can be gathered without
conducting "test score competitions" that
lead to inaccurate conclusions about the
quality of educational practice.

Bradburn and his colleagues go on to
present an algebraic equation to show
that sampling error could not account
for Korea's apparent superiority over the
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U.S. in comparisons made by the Inter
national Assessment of Educational Progress a rather surprising rebuttal to my
article, since I took no position one wayor another about the relative rankings of
Korea and the U.S. or ofany two nations.
Moreover, the use of an equation that
relies on hypothetical numbers to esti
mate the accuracy of the relative rank
ings makes my point. Why must the mun
bers be hypothetical? We simply do not
have the empirical data about which pop
ulation groups were actually represented- or not represented - in the compari
sons. Without these data, no equation can
tell us what the rankings would have been
if the sampling problems were eliminat
ed.

In a related argument, the rejoinder
notes that "sampling alone cannot come
close to accounting for the superiority of
other nations' performance." Certainly we
all agree that many factors contribute to
the rankings. My article, for example,
cited differences in curricula and teach
ing strategies across countries, differ
ences in the proportion of low-income
students taking the test, the relative em
phasis given to subjects in one countryas opposed to another, and the represen
tativeness of the items chosen to meas
ure mastery of subject matter.

But it simply does not follow that, be
cause sampling error might not "come
close" to explaining the differences be
tween countries, the quality of U.S. edu
cational practice does! In short, the ar
gument that the "superiority" of other na
tions in the rankings can be attributed to
an inadequate U.S. education system is
not supported by the studies. The fact is
that comparisons of test scores tell us
very little about the quality of education
in any country.

My December article proposed a num
ber of alternative -criteria for assessingour accomplishments and deficiencies in
science and engineering. For example,how productive is the U.S. in basic and
applied research? What does the market
place say about the research opportuni
ties in our institutions of higher learning?Where are students from other parts of
the world taking their advanced degreesin science and engineering? What are
our accomplishments and failures in mak
ing major technological advances? Are
we successful in turning our scientific
advances into products that internation
al consumers want to buy? Are science
and engineering fields attracting high
achieving students? Is there a shortage of
students or faculty members in science
and engineering? Are we making prog-



ress in attracting women and minorities
to science and engineering? Does the
teaching environment in our schools and
colleges encourage students to select -
ad continue to study- science and
mathematics? Does the educational ex
perience give students who do not major
in these fields a meaningful understandl ing of key scientific issues and methods?
Do we provide the general student popu
lation with the skills needed to be com
petitive and productive in the workplace?
Are we maintaining the technical exper
tie of our work force? Can there be any
d< ubt that these measures of a nation's
scientific achievements and problems are
crucial- and certainly more relevant
than the outcomes of paper-and-pencil
tests of noncomparable samples of stu
dents?

However, Bradburn and his colleagues
question whether any single indicator,
such as the number of scientific publica
tions, can be "free from ... incidental
fa. tors" that are not germane to the qual
ity of schooling. I certainly did not sug
gest so. While no indicator by itself can
tell the whole story, some are better than
others, and a wider range of indicators
gives a clearer sense of a nation's accom
plishments and concerns. In any case, I
am not proposing that we conduct a se
ries of highly publicized "super bowls"
to select winners and losers in a contest
of scientific publication.

The rejoinder then questions whether
substituting the kind of indicators that I

suggest "may make us feel better as a na
tion, but.. . not help us very much in
improving our education system for the
future." (Will test score comparisons?)
My purpose in suggesting a wide range
of indicators that deal with current ac
complishments and future trends is not
to mprove our mental health but to turn
ou attention to important policy matters
and to provide insights into the areas that
most need attention.

FINALLY,

THE rejoinder argues
that forthcoming studies will do a
better job of addressing the prob
lems than previous studies have.

erhaps. But the evidence suggests the
trary.
For nearly three decades, a great deal

f expertise has been appliedto the meth
dological problems of international as-

sessment. And it is precisely because pre
vious researchers understood the prob
lems so well (but were unable to solve
them) that I am not optimistic about the
quality of future studies. Indeed, with the
participation of many more countries, the
methodological and practical problems
can be expected to become even more
troublesome.

Furthermore, it would clearly be inad
visable to undertake the "heroic" meas
ures that would be needed even to begin
to address the methodological problems.
Would our children's education improve
if we established rigid international con
trols on each nation's sampling design

Les to»s
our attention on

the difficult
public policy
issues to be

addressed rather
than on comparisons

and rankings.

or attempted to locate out-of-school (or
homeless) children and test them on sci
ence and mathematics? And even if we
did so, what is the chance that the test
score differences could be attributed to
the quality ofeach nation's education sys
tem? Yet that is the primary rationale for
conducting the studies in the first place.

Indeed, recent discussions of this
matter suggest that my original article
touched only the tip of the iceberg as far
as the range of problems and the diffi
culty of reaching meaningful conclusions
about the comparative quality of educa
tion are concerned. Consider, for exam
ple, the implications for international as
sessments of the following practices:• In some countries, significant num
bers of low-achieving schools - or
schools in which the curriculum is con-

sidered to be inadequate- are excluded
from the comparisons.

• In other countries, many students
who are in industrial apprenticeship pro
grams do not participate in the test com
parisons.

• Several countries track students for
all subjects in separate classrooms or sep
arate schools as early as 10 years of age.
We don't know which students are repre
sented in the test comparisons, and there
fore we can't determine the reasons for
a particular level of test performance.

• Each nation's division of students by
language, social class, ethnicity, race, re
ligion, immigration status, region, pub
lic or private school, and academic or
vocational school differs. We simply do
not have the data to understand how all
this plays out: who is- Or is not - test
ed and what their educational experiences
have been. We are not even able to de
scribe clearly the various countries' edu
cation systems - let alone devise an ap
propriate sampling design that would
enable us to look at the outcomes of those
systems and "rank" them, or determine
how much differences in the quality of
education account for the test score
differences.

• The problems are compounded in
developing countries. Because of scarce
resources, these countries typically have
strongly elitist education systems that
provide a high-quality education to rela
tively few, highly selected students. In
deed, a large proportion of students in de
veloping countries have left school by the
time the tests are administered.

It should not be surprising that our
studies are flawed or that we have not yet
developed a high-quality design for fu
ture studies. But even if we could, how
would all these tests improve education
for the children in any of the participat
ing countries? There are a great many im
portant questions related to the state of
science and engineering education in the
U.S. and to the matter of which students
need to be better served. Let's get on with
it and focus our attention on the difficult
public policy issues to be addressed rath
er than on comparisons and rankings.
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