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Do Flawed International
Test-Score Comparisons
Matter?

Iris C. Rotberg

hen a nagon ranks low in internatdonal science and
mathemadcs test-score comparisons, the general
consensus is that its schools have failed. Consider, for

example, the following responses to the relagvely low
rankings of the United States in the Third Internadonal Mathemadcs
and Science Study (TIMSS) conducted at the conclusion of secondary
school. President Clinton stated that “there is something wrong with
the svstem.” U.S. Secretary of Educadon Richard W. Riley expressed
concern that Americans would not “condnue to be global
competitors in the new knowledge economy.™ Gerry Wheeler,
execudve director of the Nauonal Science Teachers Associadon, purt it
this way: “This study is a wake-up call for us to change the culture in
the classroom.”

My concern is that these conclusions are based on a misleading and
seriouslv flawed study thar tells us licde abour the quality of educaton
in anv of the pardcipadng countries and gives no guidance abour how
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to design effecdve educatonal programs. Here, I discuss the study’s
methodological problems and, in turn, the costs of contnuing to
report invalid findings. My conclusions do not negate the fact that
some of our schools face serious educational problems. The point is
that test-score rankings are an unreliable basis either for assessing
educatonal quality or for formuladng public policy.

Methodological Problems

Test-score rankings provide little informaton about educadonal
quality because countries differ substanually in a range of variables
that the international comparisons cannot control — for example,
the propordon of the age cohort partcipaung in the test, the

proportdon of low-income students in the test-taking populadon, -
and the age of the pardcipating students, which ranged from 17 to
21 in TIMSS. The failure of most countries to meet TIMSS’
sampling standards exemplifies the problem. Although only five of
the 21 countries pardcipadng in the mathemadcs and science general
achievement tests and only six of the 16 countries pardcipadng in
the advanced mathemadcs and physics tests met the standards for
selecdng schools and students, their results were incorporated into
the rankings. Low partcipadon and high exclusion rates tend to
increase a country’s rank because lower achieving schools and
students are more likely to be excluded from the tesing program.

To show a reladonship between the test scores and educadonal
quality in each pardcipatng country, we would need to idendfy and
then measure the potendal confounding variables. The internadonal
studies do not have the dara to conduct the type of muldvariate
analyses required to make a systematic assessment of the impact of
uncontrolled variables, and it is not likely that these data will be
available in furure studies. The problems inherent in making valid
comparisons even within a single school district or state in the
United States are well documented. These comparisons become even
more unrealisdc when we attempt to attribute test scores to school
quality across a set of diverse nations from which we have lictle
informadon about a broad range of variables including, for example:

B the characteristcs of parucipaang and nonpartcipadng schools
and students;

B the extent to which the students taking the test represent a
highly selected populadon; Page 19
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achieving students, language-minority students, students with
disabilides, apprendceship programs, and endre regions of the
- counmy;

the mix of public and private schools, comprehensive and
specialized schools, and academic and vocadonal schools;

the consistency between the educadonal program and the test;

differences in coaching practces, tracking, and school-compledon
rates; and

B vanadons in family socioeconomic status and how it is measured
in different countries.

These variables, which differ significantly among countries, are so
confounded that we cannot know how they interact or how they
affect the rankings. There are enormous practical and polidcal
obstacles in acquiring quality data on the confounding variables and
in controlling for these variables even when dara are available. As a
result, we have had more than 30 years of experience in conducdng
flawed test-score comparisons — sufficient evidence, I believe, to
demonstrate that the prognosis for future studies is not good. It is
one thing to design a sampling plan and another to implement it in
the real world.

Negative Consequences of Conducting Flawed
Comparisons

A concern about the validity of internatdonal test-score comparisons
goes beyond an academic discussion of research design and
multvanate analysis. [ believe these comparisons matter tor several
reasons:

The test-score comparisons mislead by producing unsubstanti-
ated and bigbly publicised conclusions about the relative qual-
ity of education in participating countries.

The test-score rankings are interpreced as an indicator ot school
quality when, instead, they are likely to represent the impact of a
range ot uncontrolled variables. The rankings provide no
informacion about which tactors contribute to 1 country’s
placement. Countries might rank high in machemartics because low-
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achieving students were not in the test<taking populadon, because
the students who took the test attended highly specialized science
and technical schools, or becausg students from low-income
regions were exciuded from the study. Indeed, some countries
might rank high because they have excellent schools — or
conversely, they mighr rank high in spite of inadequacies in their
educadonal svstems, which are overcome bv other variables.
Consider, for example, the following comparisons:

B In the Czech Republic, the combined pardcipaton rate of
schools and students was 92 percent, the average age of the
partcipatng students was 17.8, and a range of programs and
grades was represented. Denmark, in contrast, had a
pardcipadon rate of 49 percent and an average age of 19.1, and
excluded all students from testng who had only nine vears of
formal schooling.

B Iraly had a graduadon rate of 49 percent (therefore, only the
“top” half of students was cligible to take the test), excluded an
addidonal 30 percent of these eligible students from the
populadon to be sampled, and had a reladvely high poverty rate.
Sweden, however, had a graduation rate of 88 percent, included
all eligible students in the sampling frame, and had fewer
students living in poverty.

B Larvia tested students only in physics, had a 50 percent exclusion
rate, and represented only 3 percent of the age cohort in the
physics assessment. Austria, in contrast, tested students in all
components of the study, had an exclusion rate of 18 percent,
and represented 33 percent of the age cohort in the physics
assessment.

The comparisons, therefore, give us virtually no informaton about
the reladve swrengths and weaknesses of educadon in these countries.

Tbe test-score comparisons lead to “quick fixes” because they are
not designed to provide information that is useful in formulat-
ing education policy.

We have all heard proposed “solutons™ to low test scores: increase
tesung in ¢lementary and secondary school; require more high
school calculus: replace public schools with vouchers; give all
students a standard curriculum; or, conversely, create more highly
specialized schools. Clearly, there is room for an analysis of each
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policy on its merits, but the issues cannor be resolved by examining
internadonal test-score comparisons.

Apart from their methodological flaws, these comparisons ignore the
broader conrtext by focusing on a single measure — scores on
standardized tests. Alternadve criteria in evaluadng the quality of the
educadonal experience would provide a much bertter frame of
reference for assessing our strengths and weaknesses and for
formuladng public policy.

The test-score comparisons trivialise international research and
detract from potentially valuable studies.

An approach to internadonal research that focuses on the benefits and
shortcomings of alternadve educadonal pracdces rather than on test-
score rankings would provide informadon directdy relevant to policy
deliberadons. The research might address key issues in science and
machemadcs educadon, as well as more generic issues that counaies
must consider in setding educadon policy and assessing adeoffs —
for example: resource allocadon; the status, Taining, and working
environment of teachers; assessment and accountability procedures;
curriculum policies; and access to higher educadon. Although
research exists on many of these topics, including some material that
is part of the current TIMSS report, it typically is not designed
specifically to inform public policy and certainly does not receive the
same attendon as do test-score rankings.

Let us celebrate the turn of the century bv conducdng internadonal
studies that can serve to swengthen our educadonal svstem rather
than by condnuing unproducdve and tlawed research.

Iris C. Rotberg :s research professor of educarion policy in the
Department of Educarional Leadersiig, Graduare School of Educarion
and Human Development, The George Washingron Universicy,
Washingron, D.C. This paper is adapred in part from an article thac
appeared in the May 15, 1998, issue or Science.



