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Ee most recent findings of the Third In
ternational Mathematics and Science Study
(TIMSS) (1) prompted widespread concern
because the United States ranked relatively
low in test score comparisons made at the
end of secondary school. These reactions are
based on a misleading and seriously flawed
study. The methodological difficulties found
in earlier studies have not been alleviated in
this one. TIMSS, like its predecessors, tells
us little about the quality of education in any
of the participating countries and provides
no guidance about how to design effective
education programs. Here, I discuss the meth
odological problems in the comparisons and
suggest an approach to international studies
that would increase their relevance.

Test score rankings provide little infor
mation about educational quality because
countries differ substantially in such factors
as student selectivity, curriculum empha
ses, and the proportion of low-income stu
dents in the test-taking population (2, 3).
Like its predecessors over the past 30 years,
the current study has not controlled for
these factors. Although the executive sum
mary of the TIMSS report assures the
reader that "the students who participated
in TIMSS were scientifically selected to
accurately represent students in their re

spective nations" [(1), p. 13], the actual
data presented in the body of the report are
less reassuring.

Sampling
TIMSS tested students at the end of sec

ondary school in mathematics general
achievement, science general achieve
ment, advanced mathematics, and physics
(see tables at www.sciencemag.org/feature/
data/981368.shl).

Most of the participating countries failed
to meet the TIMSS sampling standards for

selecting schools and students-many by a
substantial margin. Only 5 of the 21 coun
tries participating in the mathematics and
science general achievement tests and only
6 of the l6 countries participating in the
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advanced mathematics and physics tests
met the "international sampling and other
guidelines" established by TIMSS.

Low participation and high exclusion
rates tend to increase a country's rank be
cause lower achieving schools and students
are more likely to be excluded from the test

ing program. Indeed, the very reason that
TIMSS provided the guidelines, which were
"more honor'd in the breach than the obser
vance," was to prevent that occurrence from

influencing the reported rankings.

"Eligible" Populations
The higher the proportion of the age group
who take the test, the lower will be the aver

age score. That is why, for example, the U.S.
states with the highest proportions of students
taking the SAT tend to have the lowest aver

age SAT scores Those scores reflect student
selectivity, not the quality of education (4).

Similarly, countries with relatively few
students taking the test also can be expected
to score higher. If a country has a low gradu
ation rate, its average test scores will tend to
be inflated because lower achieving chil
dren, who have already left school, are not
tested. The TIMSS report recognized the
problem but concluded that it did not apply
to the study [(I), p. 13]. However, the prob
lem was not solved. Although U.S. enroll
ment and graduation rates are similar to the
average rates of participating countries that
reported statistics, there were significant
gaps among individual countries. For ex
ample, the percentage of 25-to 34-year-olds
who had completed secondary education
varied from 49% in Italy to 91% in the
Czech Republic. Seven participating coun
tries did not report graduation rates.

Countries also varied substantially in the
proportion of the age group taking the ad
vanced mathematics and physics tests. Only
students who had taken advanced courses in
these areas were eligible to take the tests.
Therefore, countries with a high proportion
of students taking advanced courses are at a

disadvantage. For example, the percentage
of the age cohort represented in the ad
vanced mathematics test varied from 2% in
the Russian Federation, 3% in Lithuania,
and 9% in Cyprus to 26% in Germany, 33%
in Austria, and 75% in Slovenia.

Age and Grade
TIMSS tested students in their final year of
secondary education. In some countries, the
final year was after 10 years of schooling; in
others, it was after 14 years. As a result, the
age of students taking the general knowl
edge assessments ranged from 17 to 21.

The average age of the students taking
the test in each country clearly influences
the country's rank, as well as its relative per
formance between eighth grade and the fi
nal year of secondary school. In the general
mathematics assessment, five countries ranked
higher in the final year than in eighth grade,
six (including the United States) ranked
lower, and nine maintained their position.
Some observers have interpreted this decline
in the U.S. position as an ominous indicator
of the failure of our education system. How
ever, the TIMSS analysis points out that the
countries that declined had the smallest aver

age age gap between the two grades (3.5
years), whereas those that gained had the
largest age gap (5.4 years). The finding sim

ply shows that those who scored higher in
the final year of secondary school were

older, more advanced students. It tells us

nothing about whether there was a deterio
ration in the quality of schools between
eighth grade and the final year of schooling.

Type of School and Poverty
The TIMSS report states chat "the strict
quality controls ensured that the sample of
students taking the general knowledge as
sessments was representative of all students
at the end of secondary school, not just
chose in academically-oriented programs"
[(1), p. 13]. However, some countries tested
a range of diverse schools, whereas ochers
excluded vocational schools, apprenticeship
programs, or private schools.

Differences between types of school were

particularly pronounced in the advanced
mathematics and physics assessments. Stu
dents in some countries attended highly
specialized schools or programs, which at
tract the highest achieving students and fo
cus primarily on science and mathematics.
In Cyprus, students taking the advanced
mathematics test were in their final year of
the mathematics and science program; in
France, the final year of the scientific track;
in Lithuania, the final year of the math
ematics and science gymnasia; in Sweden,
the final year of the natural science or tech
nology lines; and in Switzerland, the final
year of the scientific track of gymnasium. In
contrast, students in several countries, in
cluding the United States, attended com
prehensive secondary schools. The major
differences in student selectivity and school
specialization across countries make it virtu
ally impossible to interpret the rankings.
Nor do the test score comparisons provide

information about the wisdom of specialized
schoolsthe advantages, or disadvantages,
of encouraging young students to make spe
cific career choices, or the impact of track
ing on the general student population.

A large body of research has demon
strated that there is an association between
low student achievement and poverty (5).
A country's rank will be influenced by its

proportion of low-income children in the
test-taking population. The countries par
ticipating in TIMSS differ significantly in
poverty levels (6), and there can be little
doubt that poverty and its associated soci
etal problemscrime, violence, poor health
and nutrition-played a significant role in
the TIMSS findings. The study was not de

signed to make that analysis possible.

Cumulative Effects
Each of the methodological problems influ
ences the international test score rankings.
TIMSS did not have the data to conduct the
type of multivariate analyses required to
make a systematic assessment of their impact
of uncontrolled variables, and it is not likely
chat these data will be available in future
studies (7, 8). The variables, which occur to
different degrees in different countries, are so
confounded that we cannot know how they
interact or how they affect the rankings.

We do know, however, that countries
had such different patterns of participation
and exclusion rates, school and student
characteristics, and societal contexts that
test score rankings are meaningless as an in
dicator of the quality of education. For ex

ample, in the Czech Republic, the participa
tion rate was 92%, the average age of the
participating students was 17.8, and a wide

range of programs and grades was repre
sented. In contrast, Denmark had a partici
pation rate of 49%, an average age of 19.1,
and it excluded all students from testing
who had only 9 years of formal schooling.

Italy had an exclusion rate of 30%, a

graduation rate of 49%, and a relatively
high poverty rate. Sweden had an exclusion
rate of 0%, a graduation rate of 88%, and
less poverty. Latvia tested students only in

physics, had a 50% exclusion rate, and rep
resented only 3% of the age cohort in the
physics assessment. Austria tested students
in all components of the study, had an ex
clusion rate of 18%, and represented 33% of
the age cohort in the physics assessment.

Moreover, TIMSS does not provide the
information needed to identify the research
design artifacts that might have influenced a

given country's relative performance across
the four tests. We do know, however, that the
rankings are unstable: France, for example,
moved from 7th place in the mathematics
general knowledge test, to 13th place in the
science general knowledge test, to 1st place in

the advanced mathematics test, and back to
13th place in the physics test. The Russian
Federation ranked 15th and 16th in the sci

ence and mathematics general knowledge
tests but moved to second and third place in
the advanced mathematics and physics tests.

ln short, the methodological problems of
the most recent international comparisons are
as great as those in previous studies. The stud
ies are irrelevant to deliberations about educa
tional reform or as predictors of a nation's sci
entific and technological strength.

Policy Implications
Thirty years of experience with interna
tional test score comparisons have shown
that their flaws consistently lead to mislead

ing findings that have little policy rel
evance. There are clearly alternative criteria
to test score comparisons in evaluating the
quality of the educational experience in a

given country (3). For example:
• Productivity in science and engineer

ing, as measured by breakthroughs in basic
research, technological advances, and prod
uct development.

• Research opportunities in institutions
of higher education.

• The availability of qualified scientists and
engineers to meet workforce requirements.

• Retention and graduation rates in sci
ence and mathematics education.

• Participation of women and minorities
in science and engineering.

• Access to higher education in science
and engineering for low-income students,
students from racial and ethnic minority
groups, and students with disabilities.

• Equality of opportunity to participate
in science and mathematics programs in el

ementary and secondary school, as measured
by such indicators as the distribution of re
sources, school environment, and programs
for students with special needs.

• The availability of science and math
ematics education for students who do not
attend college.

• An adequate supply of qualified sci
ence and mathematics teachers in elemen
tary and secondary school.

International studies could be produc
tively designed to identify how various
countries address these issues and to evalu
ate the effectiveness of alternative policies.
A large body of research already exists on
many of the topics, including some material
that is part of the current TIMSS report.
The point would be to build on this work to
provide systematic information about effec
tive practices. Because the strength of a

country's education system depends on
broad economic and social conditions, as
well as on schooling practices, the studies
also might consider such variables as pov
erty rates and associated societal prob-

lems, income disparities, and fiscal

policy.
An approach to international research

that focused on the benefits and costs of al
ternative educational practices rather than
on test score rankings could provide infor
mation directly relevant to policy delibera
tions. It might not make headlines, but it
would provide a much stronger basis for im

proving education.

Additional data can be found at Science
Online at www.sciencemag.org/feature/
data/981368.shl
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